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Background
• Natural language processing (NLP) is 

– an important tool for extracting structured 
information from radiology texts 

• pyConTextNLP uses linguistic cues to 
determine whether a finding is negated, 
asserted, or uncertain 





Challenge
Compiling linguistic cues that accurately 
represent spectrum of uncertainty
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Objective
Compare probabilities assigned by 
radiologists against four categories defined 
in pyConTextNLP
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Evaluation
– 133 pyConTextNLP cues 
– 108 cues translated from Swedish clinical 

texts 



Evaluation
• Three radiologists separately reviewed 

cues presented in random order
– Assigned single-point probabilities 
– Assigned probability ranges 

• blinded to single-point responses



Point Mapping









Results
Pairwise comparisons of single-point 
probabilities 

– Very similar mean values 
• mean difference of 0.012

– Large variability in standard deviation
• mean standard deviation of 0.21 



Results
Range mappings

– Small differences with center of ranges and 
point mappings

• mean location (-0.0035) 
– Large variability in widths

• mean standard deviation of 0.21





Results
Point probabilities by categories
mean (std): 

– definitely negated 0.078 (0.11)
– probably negated 0.17 (0.16)
– probably asserted 0.71 (0.11)
– definitely asserted 0.91 (0.083).



Conclusions
• Radiologist had high consistency in point 

probabilities 
– but variance was high

• Overlap occurred between definitely and 
probably negated categories

• Our model of uncertainty could be improved by 
adding a fifth category of “ambivalent” 
– Capture highly uncertain existence cues with 

probabilities near 0.5


